
Army Research Laboratory

A Finite Point Process Approach to
Multi-Target Localization

by Jemin George and Lance M. Kaplan

ARL-TR-6659 September 2013

Approved for public release; distribution is unlimited.



NOTICES

Disclaimers

The findings in this report are not to be construed as an official Department of the Army position unless so designated
by other authorized documents.

Citation of manufacturer’s or trade names does not constitute an official endorsement or approval of the use thereof.

Destroy this report when it is no longer needed. Do not returnit to the originator.



Army Research Laboratory
Adelphi, MD 20783-1197

ARL-TR-6659 September 2013

A Finite Point Process Approach to
Multi-Target Localization

Jemin George and Lance M. Kaplan
Sensors and Electron Devices Directorate, ARL

Approved for public release; distribution is unlimited.



REPORT DOCUMENTATION PAGE Form Approved 
OMB No. 0704-0188

Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering 
and maintaining the data needed, and completing and reviewing the collection information.  Send comments regarding this burden estimate or any other aspect of this collection of information, 
including suggestions for reducing the burden, to Department of Defense, Washington Headquarters Services, Directorate for Information Operations and Reports (0704-0188), 1215 Jefferson 
Davis Highway, Suite 1204, Arlington, VA 22202-4302.  Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to any penalty for failing to 
comply with a collection of information if it does not display a currently valid OMB control number. 

PLEASE DO NOT RETURN YOUR FORM TO THE ABOVE ADDRESS. 

1. REPORT DATE (DD-MM-YYYY) 2. REPORT TYPE 3. DATES COVERED (From - To) 

5a. CONTRACT NUMBER 

5b. GRANT NUMBER 

4. TITLE AND SUBTITLE 

5c. PROGRAM ELEMENT NUMBER 

5d. PROJECT NUMBER 

5e. TASK NUMBER 

6. AUTHOR(S) 

5f. WORK UNIT NUMBER 

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION 
    REPORT NUMBER 

10. SPONSOR/MONITOR'S ACRONYM(S) 9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 

11. SPONSOR/MONITOR'S REPORT 
      NUMBER(S) 

12. DISTRIBUTION/AVAILABILITY STATEMENT 

13. SUPPLEMENTARY NOTES 

14. ABSTRACT 

15. SUBJECT TERMS

16. SECURITY CLASSIFICATION OF:  
19a. NAME OF RESPONSIBLE PERSON

a. REPORT 

 

b. ABSTRACT 

 

c. THIS PAGE 

 

17. LIMITATION 
OF ABSTRACT 

18. NUMBER 
OF PAGES 

19b. TELEPHONE NUMBER (Include area code)

Standard Form 298 (Rev. 8/98) 

Prescribed by ANSI Std. Z39.18

September 2013 Final

A Finite Point Process Approach to Multi-Target Localization

ARL-TR-6659

Approved for public release; distribution is unlimited.

October 2012-September 2013

Jemin George and Lance M. Kaplan

U.S. Army Research Laboratory
ATTN: RDRL-SES-A
2800 Powder Mill Road, Adelphi MD 20783

Author email: <jemin.george.civ@mail.mil>

A finite point process approach to multi-target localization from a transient signal is presented. After modeling the
measurements as a Poisson point process, we propose a twofold scheme that includes an expectation maximization algorithm to
estimate the target locations for a given number of targets and an information theoretic algorithm to select the target model, i.e.,
number of targets. Similar to the finite point process solution for the multi-target tracking, i.e., the probability hypothesis
density filter, the proposed localization scheme does not require solving the data association problem and can account for clutter
noise as well as missed detection. The optimal subpattern assignment metric is used to assess the performance and accuracy of
the proposed localization algorithm. Implementation of the proposed algorithm on synthetic data yields desirable results. The
proposed algorithm is then applied to multi-shooter localization problem using acoustic gunfire detection systems.

Poisson point process, finite point process, multi-target localization, expectation maximization algorithm,
information theoretic algorithm, acoustic gunfire detection systems

52

Jemin George

301-394-3977Unclassified Unclassified Unclassified
UU

ii



Contents

List of Figures v

List of Tables vi

1. Introduction 1

2. Problem Formulation 3

3. Proposed Single-Sensor Solution 5

3.1 EM Method.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

3.1.1 E - Step . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

3.1.2 M - Step . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

3.2 Information Criteria for Model Selection . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3.2.1 Akaike’s Information Criterion (AIC) . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

4. Numerical Example 14

5. Multi-Sensor Problem Formulation 17

6. Multi-Sensor Solution 18

6.1 EM Method.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

6.1.1 E - Step . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

6.1.2 M - Step . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

6.2 AIC-Based Model Selection. . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

iii



7. Multi-Sensor Example 27

8. Experimental Results 32

9. Conclusion 38

10. References 39

Distribution List 44

iv



List of Figures

Figure 1. Histogram for number of measurements and estimated number of targets.. . . . . . . . . . . 15

Figure 2. OSPA metric for each MC runs.. . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Figure 3. Single-sensor simulation scenario.. . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

Figure 4. Histogram for number of measurements.. . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

Figure 5. Estimated number of targets and OSPA metric for each MC runs.. . . . . . . . . . . . . . . . . . . . 30

Figure 6. Individual sensor measurements and EM solutions... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

Figure 7. Multi-sensor fused solution.. . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

Figure 8. Quad symmetric sensor formation.. . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

Figure 9. Histogram for number of measurements for each experimental runs.. . . . . . . . . . . . . . . . . 35

Figure 10. Estimated number of targets.. . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

Figure 11. OSPA metric for experimental runs.. . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

Figure 12. Experimental results for individual sensor measurements and EM solutions.. . . . . . . . 37

Figure 13. Experimental result for multi-sensor fusion.. .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

v



List of Tables

Table 1. Summary of algorithm. .. . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Table 2. Models and AIC.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

Table 3. Shooter Locations. .. . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

Table 4. Sensor locations and heading for quad symmetric formation.. . . . . . . . . . . . . . . . . . . . . . . . . . . 33

vi



1. Introduction

This report considers the problem of multi-target localization using transient signals from a

single-sensor as well as multi-sensor point of view. Here itis assumed that target identification is

not possible, and therefore, no association between measurements and targets are available.

Furthermore, the number of targets in the surveillance region is unknown. Additionally, due to

the limited range of the sensors, missed detections can occur and the presence of clutter can

induce false alarms. An example of such a scenario is shooterlocalization using a network of

acoustic gunfire detection systems (GDSs) (1). The individual GDSs composed of a passive

array of microphones are able to localize a gunfire event by measuring the direction of arrival for

both the acoustic wave generated by the muzzle blast and the shockwave generated by the

supersonic bullet (2–5). Due to echo, reverberation, and the dissipative nature ofthe acoustic

signal, missed detections and false alarms are prevalent inacoustic source localization.

Furthermore, due to the transient nature of the event, continuous observations are not available

and recursive Bayesian tracking schemes cannot be employed.

Conventional multi-target tracking (MTT) approaches likeMultiple Hypothesis Tracking

(MHT) (6, 7) or the Joint Probability Data Association (JPDA) filter (8, 9), which address the

data-association problem, either are too computationallydemanding or cannot be applied to the

transient event localization problem since these approaches require persistent measurement

signals and a fixed number of targets. In MHT, all possible combinations of tracks and data

associations are exhaustively evaluated; therefore, it isan impractical scheme since the number of

mappings between data and targets will grow exponentially with the number of targets (10, 11).

Though more efficient than MHT, JPDA methods are not optimal since the detection is performed

separately from tracking and cannot initiate tracks at low signal-to-clutter ratios (12). A

multi-target extension of the simultaneous localization and mapping (SLAM) problem for

streaming data is presented by Garcia-Fernandez et al. (13). The multi-target simultaneous

localization and mapping (MSLAM) scheme is based on the parallel partition particle filter and it

outperforms the well-known FastSLAM (14) when there are multiple targets in the surveillance

area. Jensfelt and Kristensen (15) discuss an extension of the MHT, known as the

multi-hypothesis localization (MHL), for mobile robot localization. The MHL uses a

multi-hypothesis Kalman filter along with a probabilistic formulation of hypothesis correctness to

generate and track Gaussian hypotheses. However, almost all of the MTT techniques are

recursive algorithms that require persistent observations and are futile in dealing with transient
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signals.

A finite point process approach known as the probability hypothesis density (PHD) filter,

introduced by Mahler (16), allows a more tractable implementation of multi-target tracking

approaches since it only propagates the first-order moment of the multi-target density. Moreover,

the PHD filter is able to handle a time-varying number of targets, missed detections, and false

alarms. Though the track labeling problem is not consideredin the PHD filter, a track labeling

method combined with the PHD approach, is proposed by Lin et al. (17) for multi-target tracking.

Since the implementation of an exact PHD filter is intractable, a sequential Monte Carlo (SMC)

or particle filtering approach (18) and the Gaussian sum filtering scheme (19) have been devised

to approximate the PHD filter. Convergence properties for the particle PHD filter and Gaussian

mixture PHD filter are presented in references (20) and (21), respectively. An SMC

implementation of a finite set statistical filter for the localization of an unknown number of

speakers in a multipath environment using time difference of arrival (TDOA) measurements has

also been proposed (18, 22–24). Similar to traditional MTT algorithms, the PHD filter is a

recursive Bayesian approach, which also requires persistent observations for track update. A

finite point process approach to maximum likelihood based multi-target localization of an

unknown number of targets from transient signals has not been considered yet.

Traditionally, multi-target localization involves the maximum likelihood based approach, where

the selected model yields the maximum likelihood of observing the given data across a possible

number of targets and all possible target-data associations. As the number of sensors increases,

the possible combination of target-data associations dramatically increases, and the problem often

becomes intractable. Development of a multi-target detection and localization scheme based on a

probabilistic framework known as modeling field theory (MFT) is presented by Deming and

Perlovsky (25). Though the computational complexity of a MFT-based approach scales linearly

with the size of the problem, it involves an iterative schemesimilar to the expectation

maximization (EM) and an ad-hoc likelihood ratio test is needed to prune the number of targets.

An iterative maximum likelihood optimization technique based on a modified deterministic

annealing EM (MDAEM) algorithm for multi-target localization and velocity estimation using

TDOAs is given by Carevic (26). Since the MDAEM algorithm is executed for an assumed

number of targets, Carevic (27) provides a systematic approach for determining which of the

target models estimated by the MDAEM algorithm are related to the true targets. Both the

MFT-based approach and the MDAEM algorithm require that theassumed number of targets is

greater than or equal to the true number of targets. Also, themeasurements are only assumed to

contain clutter/false alarms and the problem of missed detection is not considered.
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For the multi-target localization problem considered here, we use the frequentist counterpart to

the Bayesian filtering approach, i.e., the maximum likelihood algorithm. The localization

problem is formulated in two dimensions and the measurements considered here are the range and

the bearing to the targets. Each sensor acquires several range and bearing measurement pairs and

the proposed algorithm estimates the number of targets and their corresponding locations based

on the erroneous measurements. The number of targets is certainly different from the number of

measurements due to clutter and missed detection. The proposed approach is a twofold scheme

that includes an EM algorithm to estimate the target locations for a given number of targets and

an information theoretic algorithm to select the target model, i.e., number of targets and their

locations. The main advantage of the proposed scheme is thatit scales linearly with the size of

the problem and avoids the curse of dimensionality associated with the traditional MHT-based

multi-target localization scheme. For example, if there areN targets,S sensors, andm

measurements per sensor, the computational complexity forthe proposed scheme is in the order

of O (NSm) while the computational complexity for the traditional scheme is in the order of

O
(
NSm

)
. Unlike the methods used by Deming and Perlovsky (25) and Carevic (26), the

proposed approach accounts for probability of detection and missed detection along with clutter

and false alarms.

The structure of this report is as follows: formulation of multi-target localization problem and

the corresponding solution for the single-sensor scenarioare presented in sections 2, and 3,

respectively. A numerical example demonstrating the single-sensor algorithm is presented in

section 4. Formulation of multi-target localization problem and the corresponding solution for

the multi-sensor scenario is presented in sections 5, and 6,respectively. Numerical simulation

demonstrating the multi-sensor algorithm are presented insection 7. Section 8 presents the

results obtained from implementing the proposed algorithmon experimental data. Finally,

Section 9 concludes the report and discusses the current research challenges.

2. Problem Formulation

Consider a two-dimensional (2-D) scenario where there areN targets located inR2. The target

locations are denoted as

(T1, T2, . . . , TN) =

([
Tx1

Ty1

]
,

[
Tx2

Ty2

]
, . . . ,

[
TxN

TyN

])
. (1)

Due to clutter and miss detection, the number of targets and the target location set that may
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induce a measurement are jointly modeled as a finite point process known as the Poisson Point

Process (PPP) (28). A realization of this PPP,Ξ, is denotes as

ξ =

(
m,

{[
tx1

ty1

]
,

[
tx2

ty2

]
, . . . ,

[
txm

tym

]})
= (m, {t1, t2, . . . , tm}) . (2)

The points in the PPP, i.e.,t, occur in a state spaceS = R
2 and the realizations of the PPP is

defined in a bounded subsetR ⊂ S. It is assumed thatT = (T1, T2, . . . , TN ) ∈ R. In a PPP,

the pointsti are not necessarily distinct and their order is irrelevant.The PPP is fully

parameterized by the intensity function:

λ(t) =
N∑

i=1

pD(t) δ(t− Ti), (3)

whereδ(·) is the Dirac delta function, andpD(·) represents the probability of detection. The

number of points in the PPP,Ξ, is determined by sampling the discrete Poisson random variable

M with probability mass function (pmf):

pM(m) =

(∫
R
λ(t)dt

)m

m!
exp

{
−

∫

R

λ(t)dt

}
. (4)

Them points,tj ∈ R, j = 1, . . . , m, are defined as i.i.d. samples of a random variableT onR

with probability density function (pdf):

pT(t) =
λ(t)∫

R
λ(t)dt

. (5)

The number of targets and their locations are unknown, but a sensor located at
[
Sx Sy

]T
is able

to observe the range and bearing to the targets. The measurement equation is,∀j = 1, . . . , m,

zj = h(txj
, tyj) +wj ,⇒

[
rj

φj

]
=

[ √
(txj

− Sx)2 + (tyj − Sy)2

arctan((tyj − Sy)/(txj
− Sx))

]
+

[
wrj

wφj

]
. (6)

The noisewj is assumed to be i.i.d. samples of Gaussian, zero mean process with variance

Σw =

[
σ2
r 0

0 σ2
θ

]
. Thus, the likelihood can be written as

l(z|t) = N ( z |h(t),Σw) . (7)
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Let’s assume that the each pointtj in the PPP realizationξ is observed by the sensor and

subsequently, the sensor generates a measurementzj ∈ T ⊂ R
2. Letψ = (m, {z1, . . . , zm}),

thenψ is a realization of a PPP,Ψ,defined on the spaceT , with intensity

ν(z) =

∫

R

l(z|t)λ(t)dt =
N∑

i=1

pD(Ti)N ( z |h(Ti),Σw) + νcl(z), (8)

whereνcl(z) is the clutter intensity. Thus the measured points are modeled as either samples

from one of theN Gaussian densities or from the clutter intensity. Now the localization problem

can be formally defined as follows:

Givenψ = (m, {z1, . . . , zm}), a realization of the PPP,Ψ, and the clutter intensityνcl(z), find

an estimate of the number of targets,N , target locations,T1, T2, . . . , TN , and the

corresponding probability of detection,pD(Ti).

3. Proposed Single-Sensor Solution

The proposed twofold solution to the problem defined in the previous section consist of an EM

algorithm to estimate the target locations for a given modelfor the intensity and a penalized log

likelihood based information criteria to select the appropriate model. Here, the only difference in

the intensity model is the number of Gaussian components in each model and their corresponding

locations. Details of the twofold solution is given next.

3.1 EM Method

Assume the model is known, i.e., the number of targets is given. Given the number of targets,N ,

the intensityν(z |T) is the superposition ofN weighted Gaussian components along with the

clutter intensity:

ν(z |T) =

N∑

i=1

pD(Ti)N ( z |h(Ti), Σw ) + νcl(z |T), (9)

where the parameter vector of thei-th component isTi andT = (T1, T2, . . . , TN ).

3.1.1 E - Step

The natural choice of the “missing data” are the conditionally independent random indiceskj ,

kj ∈ {∅, 1, 2, . . . , N}, that identify which of the Gaussian components generated the
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measurementzj. Herekj = ∅ indicates that the measurement is generated by clutter. Let

zc = {m, (z1, k1), . . . , (zm, km)} (10)

denote the complete data. Fori ∈ {∅, 1, 2, . . . , N}, let

zc(i) = {(zj, kj) : kj = i}. (11)

Let nc(i) ≥ 0 denote the number of indicesj such thatkj = i, and let

ψc(i) = {nc(i), zc(i) } . (12)

It follows from the definition ofkj thatψc(i) is a realization of the PPP whose intensity is

ψc(i) ∼

{
pD(Ti)N ( z |h(Ti), Σw ) , if i ∈ {1, 2, . . . , N};

νcl(z |T), if i = ∅.
(13)

Now only considering the first scenario,i ∈ {1, 2, . . . , N}, the pdf ofψc(i) can be written as

p (ψc(i) |T) = exp

(
−

∫

T

pD(Ti)N ( z |h(Ti), Σw ) dz

) ∏

j:kj=i

pD(Ti)N ( zj |h(Ti), Σw )

(14)

and

p (ψc(∅) |T) = exp

(
−

∫

T

νcl(z |T)dz

) ∏

j:kj=∅

νcl(zj |T) (15)

Since the superposed components are independent, we have

p (zc |T) = p (ψc(∅) |T) p (ψc(1) |T) p (ψc(2) |T) . . . p (ψc(N) |T)

= exp

(
−

∫

T

ν(z |T) dz

) ∏

j:kj 6=∅

pD(Tkj )N
(
zj |h(Tkj), Σw

) ∏

j:kj=∅

νcl(zj |T)

The log likelihood function ofT givenzc is

L (T | zc) = −

∫

T

ν(z |T) dz+
∑

j:kj 6=∅

log pD(Tkj ) +
∑

j:kj 6=∅

log N
(
zj |h(Tkj), Σw

)

+
∑

j:kj=∅

log νcl(zj |T)
(16)
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Note that the conditional pdf of the missing data,(k1, . . . , km), givenT andz can be written as

p (k1, . . . , km | z,T) =
p (zc |T)

p (z |T)

=
∏

j:kj 6=∅

pD(Tkj )N
(
zj |h(Tkj ), Σw

)

ν(zj |T)

∏

j:kj=∅

νcl(zj |T)

ν(zj |T)

Invoking the Poisson Gambit,p (k1, . . . , km | z,T) can be written as

p (k1, . . . , km | z,T) = p (k1 | z,T) p (k2 | z,T) . . . p (km | z,T) (17)

where the individual pdfs can be written as

p (kj | z,T) =





pD(Tkj
)N( zj |h(Tkj

),Σw )
ν(zj |T)

, if kj 6= ∅;
νcl(zj |T)

ν(zj |T)
, else.

(18)

Let n = 0, 1, . . . denote the EM iteration index, and let the current feasible value ofT be

T(n) =
(
T

(n)
1 , . . . ,T

(n)
N

)
. Now the EM auxiliary function is the conditional expectation

Q
(
T
∣∣T(n)

)
= E

k1,...,km,

∣∣
z,T(n)

[
L (T | zc)

∣∣ z,T(n)
]

=
N∑

k1=∅

· · ·
N∑

km=∅

L (T | zc)
∏

j:kj 6=∅

pD(Tkj )N
(
zj |h(Tkj), Σw

)

ν(zj |T)

∏

j:kj=∅

νcl(zj |T)

ν(zj |T)

(19)

Substituting the log likelihood yields

Q
(
T |T(n)

)
= −

∫

T

ν(z |T) dz+
m∑

j=1

N∑

k1=1

· · ·

· · ·
N∑

km=1

log N
(
zj |h(Tkj), Σw

) N
(
zj |h

(
T

(n)
kj

)
, Σw

)

ν (zj |T(n))

(20)
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Note that

N∑

k1,··· ,kj−1,kj+1,··· ,km=1

log N
(
zj |h(Tkj), Σw

) N
(
zj |h

(
T

(n)
kj

)
, Σw

)

ν (zj |T(n))
=

log N
(
zj |h(Tkj), Σw

) N
(
zj |h

(
T

(n)
kj

)
, Σw

)

ν (zj |T(n))

(21)

Thus,Q
(
T |T(n)

)
can be written as

Q
(
T |T(n)

)
=

N∑

i=1

Qi

(
Ti |T

(n)
)

(22)

where

Qi

(
Ti |T

(n)
)
=−

∫

T

N ( z |h(Ti), Σw ) dz

+

m∑

j=1

N
(
zj |h

(
T

(n)
i

)
, Σw

)

ν (zj |T(n))
log N ( zj |h(Ti), Σw )

(23)

This completes the E-step.

3.1.2 M - Step

The M-step maximizesQ
(
T |T(n)

)
over all feasibleT, i.e.,

T(n+1) = argmax
T

Q
(
T |T(n)

)
. (24)

Assuming there is no functional relation betweenTi andTj for i 6= j, the required M-step

maximum is found by maximizing the expressionsQi

(
Ti |T(n)

)
separately. Let

T
(n+1)
i = argmax

Ti

Qi

(
Ti |T

(n)
)
, 1 ≤ i ≤ N. (25)

Before we further proceed, noteN ( zj |h(Ti), Σw ) can be written as

N ( zj |h(Ti), Σw ) =
1√

det(2πΣw)
exp

[
−
1

2
(zj − h(Ti))

T Σ−1
w

(zj − h(Ti))

]
. (26)
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Thus

logN ( zj |h(Ti), Σw ) = − log
√
det(2πΣw)−

1

2
(zj − h(Ti))

T Σ−1
w

(zj − h(Ti)) . (27)

Define the weightωi

(
zj |T(n),Σw

)
as

ωi

(
zj |T

(n),Σw

)
=

N
(
zj |h

(
T

(n)
i

)
, Σw

)

ν (zj |T(n))
. (28)

The weightωi

(
zj |T(n),Σw

)
is the probability that the pointzj is generated by thei-th

component given the current estimatesT(n). Now equation 25 can be rewritten as

T
(n+1)
i = argmax

Ti

−

∫

T

N ( z |h(Ti), Σw ) dz+

m∑

j=1

ωi

(
zj |T

(n),Σw

)
log N ( zj |h(Ti), Σw )

(29)

ThenT(n+1)
i satisfies the necessary condition:

m∑

j=1

ωi

(
zj |T

(n),Σw

)
Σ−1

w
[zj − h(Ti)]∇Ti

h (Ti) =

∫

T

N ( z |h(Ti), Σw ) Σ−1
w

[z− h(Ti)]∇Ti
h (Ti) dz

(30)

The above condition may be simplified to

m∑

j=1

ωi

(
zj |T

(n),Σw

)
[zj − h(Ti)] =

∫

T

N ( z |h(Ti), Σw ) [z− h(Ti)] dz (31)

Based on the assumptions
∫
T N ( z |h(Ti), Σw ) z dz ≈ h(Ti) and∫

T N ( z |h(Ti), Σw ) dz ≈ 1, the EM updatesT(n+1)
i is calculated as the solution to the equation

h
(
Tn+1

i

)
≈

m∑
j=1

ωi

(
zj |T

(n),Σw

)
zj

m∑
j=1

ωi (zj |T(n),Σw)
. (32)
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Define

yi =

[
yri

yφi

]
=

m∑
j=1

ωi

(
zj |T(n),Σw

)
zj

m∑
j=1

ωi (zj |T(n),Σw)
. (33)

NowT
(n+1)
i is the solution to the nonlinear equation



√

(T
(n+1)
xi − Sx)2 + (T

(n+1)
yi − Sy)2

arctan((T
(n+1)
xi − Sx)/(T

(n+1)
yi − Sy))


 =

[
yri

yφi

]
. (34)

Thus we have

T (n+1)
xi

=





(
y2ri

1+tan2(yφi)

)1/2

+ Sx, if − π
2
≤ yφi

≤ π
2
;

−

(
y2ri

1+tan2(yφi)

)1/2

+ Sx, else,

(35)

and

T (n+1)
yi

= tan (yφi
)
(
T (n+1)
xi

− Sx

)
+ Sy. (36)

Given the likelihood function is bounded above, the EM iteration nearly always converges to a

local maximum of the likelihood function. However, the convergence rate is only linear and the

first few iterations are commonly observed to result in significant improvements in the likelihood

function.

3.2 Information Criteria for Model Selection

The previous subsection provides an approach to estimate the target locations given the number of

targets. Presented in this section is an information theoretic approach to select the appropriate

model, i.e., the number of targets or the number of Gaussian components. Model selection can

be approached in terms of the Kullback-Leibler informationof the true model with respect to the

fitted model. Letν(z |T, N) be the true intensity and letν(z | T̂, N̂) denote one of the fitted
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models, i.e.,

ν(z |T, N) =

N∑

i=1

N ( z |h(Ti), Σw ) (37)

ν(z | T̂, N̂) =

N̂∑

i=1

N
(
z |h(T̂i), Σw

)
. (38)

Thus, the true distribution ofz can be written as

p(z) =
1

N

N∑

i=1

N ( z |h(Ti), Σw ) , (39)

and its approximation

p̂(z) =
1

N̂

N̂∑

i=1

N
(
z |h(T̂i), Σw

)
. (40)

Now the Kullback-Leibler information ofp(z) with respect tôp(z) is

DKL(p|p̂) =

∫

T

p(z) log p(z) dz−

∫

T

p(z) log p̂(z) dz, (41)

which is a measure of the divergence ofp(z) relative top̂(z). The aim is make the

Kullback-Leibler information small. As the first term on theright-hand side of equation 41 does

not depend on the model, only the second term is relevant. It can be expressed as

η({z1, . . . , zm} |P ) =

∫

T

log p̂(z) p(z)dz, (42)

=

∫

T

log p̂(z) dP (z), (43)

whereP denotes the true distribution and{z1, . . . , zm} is the observed data. Now the sample

estimate ofη({z1, . . . , zm} |P ) is given by

η({z1, . . . , zm} |P̂ ) =
1

m

m∑

j=1

log p̂(zj) (44)

=
1

m
logL

(
{z1, . . . , zm}

∣∣ T̂, N̂
)
, (45)

whereL(·) indicate the likelihood function and equation 45 follows from the assumption that the

observations are independent. The bias ofη({z1, . . . , zm} |P̂ ) as an estimator of

11



η({z1, . . . , zm} |P ) is the functional

b(P ) = EP

[
η({z1, . . . , zm} |P̂ )− η({z1, . . . , zm} |P )

]
, (46)

whereEP denotes expectation with respect to the true distributionP . Thus, an information

criterion for model section can be based on the bias-corrected log likelihood given by

logL
(
{z1, . . . , zm}

∣∣ T̂, N̂
)
− b(P ), (47)

using an appropriate estimate of the bias term. The intent isto select the model that would

maximize the above quantity and thus minimizes the Kullback-Leibler information. In the

literature, the information criteria formed are generallyexpressed in terms of twice the negative

value of the difference given above, so they are of the form

−2 logL
(
{z1, . . . , zm}

∣∣ T̂, N̂
)
+ 2b(P ), (48)

The intent therefore is to choose a model to minimize the criterion equation 48.

3.2.1 Akaike’s Information Criterion (AIC)

Akaike (29) showed thatb(P ) is asymptotically equal tod, whered is equal to the total number of

parameters in the model. Thus from equation 48, AIC selects the model that minimizes

−2 logL
(
{z1, . . . , zm}

∣∣ T̂, N̂
)
+ 2d. (49)

For the 2-D localization problem under consideration, the above criterion can be rewritten as

−2 logL
(
{z1, . . . , zm}

∣∣ T̂, N̂
)
+ 4N̂. (50)

Therefore, the present approach would select several different candidates for̂N and solve the

corresponding localization problem using the EM algorithm. Afterwards, the AIC associated

with each model is calculated and the model corresponding tothe lowest AIC is selected as the

estimated model. A summary of the proposed algorithm is presented in table 1.
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Table 1. Summary of algorithm.

Given data: {z1, . . . , zm}

Fit the intensity: ν(z |T, N) =
N∑
i=1

N ( z |h(Ti), Σw )

Estimate the parameters:N and{T1, . . . , TN}

• Select the candidate models: N̂1, . . . , N̂K

• FORk = 1 : K

– FORi = 1 : N̂k

∗ Initialize T
(0)
i (k) ∈ T

– END FOR

– FOREM iterationn = 0, 1, . . . until converges

∗ FORi = 1 : N̂k

· UpdateT (n+1)
xi (k) using equation 35

· UpdateT (n+1)
yi (k) using equation 36

∗ END FOR

– END FOR

– Calculate the maximum likelihood:Lk = exp {−N̂k}
m∏
j=1

ν(zj | T̂(k), N̂k)

– CalculateAIC(k) = −2 logLk + 4N̂k

• END FOR

• Select the indexk corresponding to the minimum AIC:

 = min
k

{AIC(1), . . . , AIC(k), . . . , AIC(K)}

• Parameter estimates arêN andT̂()
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4. Numerical Example

Consider a scenario, where there are four targets (N = 4) located at

T =

([
298

−5

]
,

[
250

7

]
,

[
267

−17

]
,

[
310

18

])
.

Following the setup presented in section 2., the measurement intensity is given as

ν(z |T) =

4∑

i=1

Ii N ( z |h(Ti), Σw ) + νcl(z),

where the known measurement covariance matrix isΣw =

[
9 0

0 5× 10−3

]
, i.e., the range

standard deviation amounts to3 m and the bearing standard deviation to4o. TheIi’s are given as

I1:4 = {0.5732, 1.7962, 1.2172, 0.4135}

and the clutter intensity is given as

νcl(z) = 0.0122N

(
z |h

([
281.25

0.75

])
,

[
900 0

0 0.4874

])
.

The sensor location is selected asSx = 10 andSy = 0. In order to evaluate the performance of

the algorithm, 200 MC runs were conducted. For each run, the number of measurements are

determined by sampling from the Poisson distribution:

pM(m) ≈
(4)m

m!
exp {−4} .

Them measurements are obtained from the mixture pdf:

1

4.0122

[
4∑

i=1

Ii N ( z |h(Ti), Σw ) + 0.0122N

(
z |h

([
281.25

0.75

])
,

[
900 0

0 0.4874

])]
(51)

with mixing probabilities{0.1429, 0.4477, 0.3034, 0.1031, 0.0030}. Here we use the optimal

subpattern assignment (OSPA) metric to assess the performance of the localization

algorithm (30). To be specific, we use the OSPA metric of order 1 with cut-offvalue 100.
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Given in figure 1 is the histogram obtained from the MC runs forthe number of measurements

and estimated number of targets. Note that the histogram forthe number of measurements

clearly resembles that of a Poisson pdf while the histogram for the estimated number of targets

clearly favors 4.

0 2 4 6 8 10 12
0

10

20

30

40

50

60

m

(a) Number of measurements

2 2.5 3 3.5 4 4.5 5 5.5 6
0

20

40

60

80

100

120

140

N̂

(b) Estimated number of targets

Figure 1. Histogram for number of measurements and estimated number of targets.

Figure 2 contains the OSPA metric obtained for each MC runs. Note that the OSPA metric

around the 100 mark indicates the MC runs with a cardinality error of one while the OSPA metric

around the 200 mark indicates the MC runs with a cardinality error of two. Note that the

majority of the metrics are well below 25 indicating no cardinality error and accurate localization.
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100
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MC runs
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(m
)

Figure 2. OSPA metric for each MC runs.

Given in figure 3 is the localization results obtained for oneof the MC trials. For the numerical
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results presented in figure 3,m = 7 and the measurement are

z =

([
295.4439

−7.4361

]
,

[
248.0845

7.9683

]
,

[
266.9659

−19.7274

]
,

[
308.8356

17.9654

]
,

[
301.3977

−2.3297

]
,

[
251.7503

6.9274

]
,

[
251.5474

3.2172

])
.
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Figure 3. Single-sensor simulation scenario.

For all MC runs, five different models are selected and their corresponding AIC are given in

table 2.

Table 2. Models and AIC.

AIC

N̂1 = 2 N̂1 = 3 N̂1 = 4 N̂1 = 5 N̂1 = 6

26.7675 24.7321 24.3130 27.1980 31.8099

Thus, the parameter estimates areN̂ = 4 and

T̂ =

([
298.4321

−4.9096

]
,

[
250.4694

6.0468

]
,

[
266.9659

−19.7274

]
,

[
308.8356

17.9654

])
.
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5. Multi-Sensor Problem Formulation

This section considers a multi-sensor scenario where thereare ‘s’ sensors located at points

(S1, S2, . . . , Ss) =

([
Sx1

Sy1

]
,

[
Sx2

Sy2

]
, . . . ,

[
Sxs

Sys

])
. (52)

The sensor locations are known a priori. Following the problem formulation given in section 2.,

the number of measurements and the measurement set are jointly modeled as a PPP. Thus,

consider thes different realizations ofs PPPs,Ψ(1),Ψ(2), . . . ,Ψ(s):

ψ(1) =
(
m1,

{
z
(1)
1 , z

(1)
2 , . . . , z(1)m1

})
,

...
...

ψ(ℓ) =
(
mℓ,

{
z
(ℓ)
1 , z

(ℓ)
2 , . . . , z

(ℓ)
mℓ

})
,

...
...

ψ(s) =
(
ms,

{
z
(s)
1 , z

(s)
2 , . . . , z(s)ms

})
.

For ℓ = 1, . . . , s, theℓ-th realization, i.e.,ψ(ℓ), corresponds to the number of measurements and

the measurement set obtained by theℓ-th sensor. The measurement noise is assumed to be

zero-mean Gaussian with known varianceΣw. Now following the similar formulation presented

for the single-sensor scenario, theℓ-th PPP is modeled via the intensity function

ν(ℓ)(z) =

N∑

i=1

pD(Ti)N (z|h (Ti, Sℓ ) ,Σw) + ν
(ℓ)
cl (z).

Letψ1:s denotes the set of all measurements, i.e.,

ψ1:s =

(
s∑

ℓ=1

mℓ,
{
z
(1)
1 , . . . , z(1)m1

, . . . , z
(ℓ)
1 , . . . , z

(ℓ)
mℓ
, . . . , z

(s)
1 , . . . , z(s)ms

}
)
.

Since the superposition of two PPPs is also a PPP,ψ1:s can be considered as a PPP with intensity

γ(z) =

s∑

ℓ=1

ν(ℓ)(z) =

s∑

ℓ=1

(
N∑

i=1

pD(Ti)N (z|h (Ti, Sℓ ) ,Σw) + ν
(ℓ)
cl (z)

)
.
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Now p (ψ1:s) can be written as

p (ψ1:s) = exp

{
−

∫

T

γ(z) dz

} s∏

ℓ=1

mℓ∏

j=1

γ(z
(ℓ)
j ). (53)

6. Multi-Sensor Solution

The multi-sensor solution proposed in this section directly follows from the single-sensor solution

presented previously.

6.1 EM Method

Given the number of targets,N , the intensityν(ℓ)(z |T) of theℓ-th sensor is the superposition of

N Gaussian components along with the clutter intensities:

ν(ℓ)(z |T) =

N∑

i=1

pD(Ti)N (z|h (Ti, Sℓ ) ,Σw) + ν
(ℓ)
cl (z). (54)

6.1.1 E - Step

First consider theℓ-th sensor, where there aremℓ measurements. Forj = 1, . . . , mℓ, the natural

choice of the “missing data” for theℓ-th PPP are the conditionally independent random indices

k
(ℓ)
j , k(ℓ)j ∈ {∅, 1, 2, . . . , N}, that identify which of the Gaussian components, i.e., target,

generated the measurementz
(ℓ)
j . Herekj = ∅ indicates that the measurement is generated by

clutter. Let

z(ℓ)c =
(
mℓ , {(z

(ℓ)
1 , k

(ℓ)
1 ), . . . , (z

(ℓ)
j , k

(ℓ)
j ), . . . , (z(ℓ)mℓ

, k(ℓ)mℓ
)}
)

(55)

denote the complete data. Fori ∈ {∅, 1, 2, . . . , N}, let

z(ℓ)c (i) = {(z(ℓ)j , k
(ℓ)
j ) : k

(ℓ)
j = i}. (56)

Let n(ℓ)
c (i) ≥ 0 denote the number of indicesj such thatk(ℓ)j = i, and let

ψ(ℓ)
c (i) =

(
n(ℓ)
c (i), z(ℓ)c (i)

)
. (57)
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It follows from the definition ofk(ℓ)j thatψ(ℓ)
c (i) is a realization of the PPP whose intensity is

ψ(ℓ)
c (i) ∼

{
pD(Ti)N (z|h (Ti, Sℓ ) ,Σw) , if i ∈ {1, 2, . . . , N};

ν
(ℓ)
cl (z), if i = ∅.

(58)

Now only considering the first scenario,i ∈ {1, 2, . . . , N}, the pdf ofψ(ℓ)
c (i) can be written as

p
(
ψ(ℓ)
c (i) |T

)
=exp

(
−

∫

T

pD(Ti)N (z|h (Ti, Sℓ ) ,Σw) dz

)

∏

j:k
(ℓ)
j

=i

pD(Ti)N
(
z
(ℓ)
j |h (Ti, Sℓ ) ,Σw

) (59)

and

p
(
ψ(ℓ)
c (∅) |T

)
= exp

(
−

∫

T

ν
(ℓ)
cl (z) dz

) ∏

j:k
(ℓ)
j =∅

ν
(ℓ)
cl (z

(ℓ)
j ) (60)

Since the superposed components are independent, we have

p
(
z(ℓ)c |T

)
= p

(
ψ(ℓ)
c (∅) |T

)
p
(
ψ(ℓ)
c (1) |T

)
p
(
ψ(ℓ)
c (2) |T

)
. . . p

(
ψ(ℓ)
c (N) |T

)

= exp

(
−

∫

T

ν(ℓ)(z |T) dz

) ∏

j:k
(ℓ)
j 6=∅

pD(T
k
(ℓ)
j

)N
(
z
(ℓ)
j |h(T

k
(ℓ)
j

, Sℓ), Σw

) ∏

j:k
(ℓ)
j =∅

ν
(ℓ)
cl (z

(ℓ)
j )

Let

µ(ℓ)
(
z
(ℓ)
j |T

k
(ℓ)
j

)
=





pD(T
k
(ℓ)
j

)N
(
z
(ℓ)
j |h(T

k
(ℓ)
j

, Sℓ), Σw

)
, if k(ℓ)j ∈ {1, 2, . . . , N};

ν
(ℓ)
cl (z

(ℓ)
j ), if k(ℓ)j = ∅.

(61)

Then

p
(
z(ℓ)c |T

)
= exp

(
−

∫

T

ν(ℓ)(z |T) dz

) mℓ∏

j=1

µ(ℓ)
(
z
(ℓ)
j |T

k
(ℓ)
j

)
(62)

The log likelihood function ofT givenz(ℓ)c is

L
(
T | z(ℓ)c

)
= −

∫

T

ν(ℓ)(z |T) dz+

mℓ∑

j=1

log µ(ℓ)
(
z
(ℓ)
j |T

k
(ℓ)
j

)
(63)
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Now note that

p
(
ψ(ℓ) |T

)
= exp

(
−

∫

T

ν(ℓ)(z |T) dz

) mℓ∏

j=1

ν(ℓ)
(
z
(ℓ)
j |T

)
(64)

Thus the conditional pdf of the missing data,
(
k
(ℓ)
1 , . . . , k

(ℓ)
m

)
, can be written as

p
(
k
(ℓ)
1 , . . . , k(ℓ)mℓ

|ψ(ℓ),T
)
=
p
(
z
(ℓ)
c |T

)

p (ψ(ℓ) |T)
=

mℓ∏

j=1

µ(ℓ)
(
z
(ℓ)
j |T

k
(ℓ)
j

)

ν(ℓ)
(
z
(ℓ)
j |T

) (65)

Furthermore, assuming that the sensor measurements conditioned on the target locations are

independent of each other yields

p
(
z(1)c , . . . , z(s)c |T

)
= p

(
z(1)c |T

)
. . . p

(
z(s)c |T

)
(66)

=
s∏

ℓ=1

[
exp

(
−

∫

T

ν(ℓ)(z |T) dz

) mℓ∏

j=1

µ(ℓ)
(
z
(ℓ)
j |T

k
(ℓ)
j

)]
(67)

and

p
(
ψ(1), . . . ,ψ(s) |T

)
= p

(
ψ(1) |T

)
. . . p

(
ψ(s) |T

)
(68)

=
s∏

ℓ=1

[
exp

(
−

∫

T

ν(ℓ)(z |T) dz

) mℓ∏

j=1

ν(ℓ)
(
z
(ℓ)
j |T

)]
(69)

Now the conditional pdf of the missing data for all sensors,
(
k
(1)
1 , . . . , k

(1)
m1 , . . . , k

(s)
1 , . . . , k

(s)
ms

)
,

givenT andψ(1), . . . ,ψ(s) can be written as

p
(
k
(1)
1 , . . . , k(s)ms

|ψ(1), . . . ,ψ(s),T
)
=
p
(
z
(1)
c , . . . , z

(s)
c |T

)

p (ψ(1), . . . ,ψ(s) |T)
(70)

=

s∏

ℓ=1

mℓ∏

j=1

µ(ℓ)
(
z
(ℓ)
j |T

k
(ℓ)
j

)

ν(ℓ)
(
z
(ℓ)
j |T

) (71)

The log likelihood function ofT givenz(1)c , . . . , z
(s)
c is

L
(
T | z(1)c , . . . , z(s)c

)
=

s∑

ℓ=1

[
−

∫

T

ν(ℓ)(z |T) dz+

mℓ∑

j=1

log µ(ℓ)
(
z
(ℓ)
j |T

k
(ℓ)
j

)]
(72)
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Givenγ(z |T) =
s∑

ℓ=1

ν(ℓ)(z |T), the log likelihood function can be rewritten as

L
(
T | z(1)c , . . . , z(s)c

)
= −

∫

T

γ(z |T) dz+

s∑

ℓ=1

mℓ∑

j=1

log µ(ℓ)
(
z
(ℓ)
j |T

k
(ℓ)
j

)
(73)

Let n = 0, 1, . . . denote the EM iteration index, and let the current feasible value ofT be

T(n) =
(
T

(n)
1 , . . . ,T

(n)
N

)
. Now the EM auxiliary function is the conditional expectation

Q
(
T
∣∣T(n)

)
= E

z
(1)
c ,...,z

(s)
c

∣∣ψ(1),...,ψ(s),T(n)

[
L
(
T | z(1)c , . . . , z(s)c

) ∣∣ψ(1), . . . ,ψ(s),T(n)
]

=
N∑

k
(1)
1 =∅

· · ·
N∑

k
(s)
ms=∅

L
(
T | z(1)c , . . . , z(s)c

) s∏

α=1

mα∏

β=1

µ(α)

(
z
(α)
β |T(n)

k
(α)
β

)

ν(α)
(
z
(α)
β |T(n)

)
(74)

Substituting the log likelihood yields

Q
(
T |T(n)

)
= −

∫

T

γ(z |T) dz+

N∑

k
(1)
1 =∅

· · ·
N∑

k
(s)
ms=∅

[
s∑

ℓ=1

mℓ∑

j=1

log µ(ℓ)
(
z
(ℓ)
j |T

k
(ℓ)
j

)] s∏

α=1

mα∏

β=1

µ(α)

(
z
(α)
β |T(n)

k
(α)
β

)

ν(α)
(
z
(α)
β |T(n)

)
(75)

Thus

Q
(
T |T(n)

)
=

s∑

ℓ=1

mℓ∑

j=1

N∑

k
(ℓ)
j =∅

N∑

k
(1)
1 ,··· ,k

(ℓ)
j−1,k

(ℓ)
j+1,··· ,k

(s)
ms=∅

log µ(ℓ)
(
z
(ℓ)
j |T

k
(ℓ)
j

)

×
s∏

α=1

mα∏

β=1

µ(α)

(
z
(α)
β |T(n)

k
(α)
β

)

ν(α)
(
z
(α)
β |T(n)

) −

∫

T

γ(z |T) dz

(76)

Note

N∑

k
(1)
1 =∅

· · ·
N∑

k
(s)
ms=∅




s∏

ℓ=1

mℓ∏

j=1

µ(ℓ)
(
z
(ℓ)
j |T

k
(ℓ)
j

)

ν(ℓ)
(
z
(ℓ)
j |T

)


 = 1 (77)
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Thus we have

Q
(
T |T(n)

)
=

s∑

ℓ=1

mℓ∑

j=1

N∑

k
(ℓ)
j =∅

N∑

k
(1)
1 ,··· ,k

(ℓ)
j−1,k

(ℓ)
j+1,··· ,k

(s)
ms=∅

log µ(ℓ)
(
z
(ℓ)
j |T

k
(ℓ)
j

)

×

µ(ℓ)

(
z
(ℓ)
j |T(n)

k
(ℓ)
j

)

ν(ℓ)
(
z
(ℓ)
j |T(n)

) −

∫

T

γ(z |T) dz

(78)

Note that

N∑

k
(1)
1 ,··· ,k

(ℓ)
j−1,k

(ℓ)
j+1,··· ,k

(s)
ms=∅

log µ(ℓ)
(
z
(ℓ)
j |T

k
(ℓ)
j

) µ(ℓ)

(
z
(ℓ)
j |T(n)

k
(ℓ)
j

)

ν(ℓ)
(
z
(ℓ)
j |T(n)

) =

log µ(ℓ)
(
z
(ℓ)
j |T

k
(ℓ)
j

) µ(ℓ)

(
z
(ℓ)
j |T(n)

k
(ℓ)
j

)

ν(ℓ)
(
z
(ℓ)
j |T(n)

)

(79)

Thus,Q
(
T |T(n)

)
can be written as

Q
(
T |T(n)

)
=

N∑

i=∅

s∑

ℓ=1

mℓ∑

j=1

log µ(ℓ)
(
z
(ℓ)
j |Ti

) µ(ℓ)
(
z
(ℓ)
j |T(n)

i

)

ν(ℓ)
(
z
(ℓ)
j |T(n)

) −

∫

T

γ(z |T) dz (80)

Now substituting equation 61,Q
(
T |T(n)

)
can be rewritten as

Q
(
T |T(n)

)
= −

∫

T

γ(z |T) dz+
s∑

ℓ=1

mℓ∑

j=1

log ν
(ℓ)
cl (z

(ℓ)
j )

ν
(ℓ)
cl (z

(ℓ)
j )

ν(ℓ)
(
z
(ℓ)
j |T(n)

)+

N∑

i=1

s∑

ℓ=1

mℓ∑

j=1

log pD(Ti)N
(
z
(ℓ)
j |h(Ti, Sℓ), Σw

) pD(T
(n)
i )N

(
z
(ℓ)
j |h(T(n)

i , Sℓ), Σw

)

ν(ℓ)
(
z
(ℓ)
j |T(n)

)

(81)

Recall that

γ(z |T) =

s∑

ℓ=1

ν(ℓ)(z |T) =

s∑

ℓ=1

(
N∑

i=1

pD(Ti)N (z|h (Ti, Sℓ ) ,Σw) + ν
(ℓ)
cl (z)

)
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Thus,Q
(
T |T(n)

)
can be written as

Q
(
T |T(n)

)
=

s∑

ℓ=1


 −

∫

T

ν
(ℓ)
cl (z) dz+

mℓ∑

j=1

log ν
(ℓ)
cl (z

(ℓ)
j )

ν
(ℓ)
cl (z

(ℓ)
j )

ν(ℓ)
(
z
(ℓ)
j |T(n)

)


+

N∑

i=1

s∑

ℓ=1

[
mℓ∑

j=1

log pD(Ti)N
(
z
(ℓ)
j |h(Ti, Sℓ), Σw

) pD(T(n)
i )N

(
z
(ℓ)
j |h(T(n)

i , Sℓ), Σw

)

ν(ℓ)
(
z
(ℓ)
j |T(n)

)

−

∫

T

pD(Ti)N (z|h (Ti, Sℓ ) ,Σw) dz

]

(82)

Thus

Q
(
T |T(n)

)
=

N∑

i=1

Qi

(
Ti |T

(n)
)
+Qcl

(
T(n)

)
(83)

where

Qi

(
Ti |T

(n)
)
=

s∑

ℓ=1

[
mℓ∑

j=1

log pD(Ti)N
(
z
(ℓ)
j |h(Ti, Sℓ), Σw

)

×
pD(T

(n)
i )N

(
z
(ℓ)
j |h(T(n)

i , Sℓ), Σw

)

ν(ℓ)
(
z
(ℓ)
j |T(n)

) −

∫

T

pD(Ti)N (z|h (Ti, Sℓ ) ,Σw) dz

] (84)

and

Qcl

(
T(n)

)
=

s∑

ℓ=1


 −

∫

T

ν
(ℓ)
cl (z) dz+

mℓ∑

j=1

log ν
(ℓ)
cl (z

(ℓ)
j )

ν
(ℓ)
cl (z

(ℓ)
j )

ν(ℓ)
(
z
(ℓ)
j |T(n)

)


 (85)

This completes the E-step.

6.1.2 M - Step

The M-step maximizesQ
(
T |T(n)

)
over all feasibleT, i.e.,

T(n+1) = argmax
T

Q
(
T |T(n)

)
. (86)
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Assuming there is no functional relation betweenTi andTj for i 6= j, the required M-step

maximum is found by maximizing the expressionsQi

(
Ti |T(n)

)
separately. Let

T
(n+1)
i = argmax

Ti

Qi

(
Ti |T

(n)
)
, 1 ≤ i ≤ N. (87)

Before we further proceed, note thatN
(
z
(ℓ)
j |h (Ti, Sℓ ) , Σw

)
can be written as

N
(
z
(ℓ)
j |h (Ti, Sℓ ) , Σw

)
=

1√
det(2πΣw)

exp

[
−
1

2

(
z
(ℓ)
j − h ( Ti, Sℓ )

)T

×Σ−1
w

(
z
(ℓ)
j − h ( Ti, Sℓ )

)]
.

Thus

logN
(
z
(ℓ)
j |h (Ti, Sℓ ) , Σw

)
=− log

√
det(2πΣw)

−
1

2

(
z
(ℓ)
j − h (Ti, Sℓ )

)T
Σ−1

w

(
z
(ℓ)
j − h ( Ti, Sℓ )

)
.

Define the weightω(ℓ)
i

(
z
(ℓ)
j |T(n),Σw

)
as

ω
(ℓ)
i

(
z
(ℓ)
j |T(n),Σw

)
=
pD(T

(n)
i )N

(
z
(ℓ)
j |h(T(n)

i , Sℓ), Σw

)

ν(ℓ)
(
z
(ℓ)
j |T(n)

) . (88)

The weightω(ℓ)
i

(
z
(ℓ)
j |T(n),Σw

)
is the probability that the pointz(ℓ)j is generated by thei-th

target given the current estimatesT(n). Now equation 87 can be rewritten as

T
(n+1)
i = argmax

Ti

s∑

ℓ=1

[
mℓ∑

j=1

log N
(
z
(ℓ)
j |h(Ti, Sℓ), Σw

)
ω
(ℓ)
i

(
z
(ℓ)
j |T(n),Σw

)
+

mℓ∑

j=1

log pD(Ti)ω
(ℓ)
i

(
z
(ℓ)
j |T(n),Σw

)
−

∫

T

pD(Ti)N (z|h (Ti, Sℓ ) ,Σw) dz

] (89)

Unlike the single-sensor case, here we do not consider two different scenarios based onpD(Ti).

HerepD(Ti) = Ii are assumed to be scalar quantities that need to be estimatedalong withT.

Here we assume thatpD(Ti) are scalar quantities, indicated asIi, that need to be estimated along

24



with Ti. Thus the optimization problem in equation 89 can be rewritten as

T
(n+1)
i = argmax

Ti

s∑

ℓ=1

[
mℓ∑

j=1

log N
(
z
(ℓ)
j |h(Ti, Sℓ), Σw

)
ω
(ℓ)
i

(
z
(ℓ)
j |T(n),Σw

)
+

mℓ∑

j=1

log Ii ω
(ℓ)
i

(
z
(ℓ)
j |T(n),Σw

)
−

∫

T

Ii N (z|h (Ti, Sℓ ) ,Σw) dz

] (90)

I
(n+1)
i = argmax

Ii

s∑

ℓ=1

[
mℓ∑

j=1

log N
(
z
(ℓ)
j |h(Ti, Sℓ), Σw

)
ω
(ℓ)
i

(
z
(ℓ)
j |T(n),Σw

)
+

mℓ∑

j=1

log Ii ω
(ℓ)
i

(
z
(ℓ)
j |T(n),Σw

)
−

∫

T

Ii N (z|h (Ti, Sℓ ) ,Σw) dz

] (91)

From equation 90,T(n+1)
i satisfies the necessary condition:

s∑

ℓ=1

[
mℓ∑

j=1

ω
(ℓ)
i

(
z
(ℓ)
j |T(n),Σw

)
Σ−1

w

[
z
(ℓ)
j − h ( Ti, Sℓ )

]
∇Ti

h (Ti, Sℓ )−

∫

T

IiN (z|h (Ti, Sℓ ) ,Σw)Σ
−1
w

[z− h ( Ti, Sℓ )]∇Ti
h (Ti, Sℓ ) dz

]
= 0

(92)

The above condition can be rewritten as

s∑

ℓ=1

{
Σ−1

w

[
mℓ∑

j=1

ω
(ℓ)
i

(
z
(ℓ)
j |T(n),Σw

) [
z
(ℓ)
j − h (Ti, Sℓ )

]
−

∫

T

Ii N (z|h (Ti, Sℓ ) ,Σw) [z− h ( Ti, Sℓ )] dz

]
∇Ti

h ( Ti, Sℓ )

}
= 0

(93)

Based on the assumption
∫
T N (z|h (Ti, Sℓ ) ,Σw) z dz ≈ h ( Ti, Sℓ ) and∫

T
N ( z |h(Ti), Σw ) dz ≈ 1, the EM updatesT(n+1)

i is calculated as the solution to the equation

s∑

ℓ=1

mℓ∑

j=1

ω
(ℓ)
i

(
z
(ℓ)
j |T(n),Σw

)
z
(ℓ)
j =

s∑

ℓ=1

mℓ∑

j=1

ω
(ℓ)
i

(
z
(ℓ)
j |T(n),Σw

)
h
(
T

(n+1)
i , Sℓ

)
(94)

Due to the nonlinear nature of the above equation, there exist no closed form solution to above

equation. There exist several ways to solve the above equations such as Newton’s root finding

algorithm. On the other hand, one can also solve equation 94 directly using a search method or a

gradient descent method.
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On the other hand,I(n+1)
i satisfies the necessary condition:

s∑

ℓ=1

(
mℓ∑

j=1

ω
(ℓ)
i

(
z
(ℓ)
j |T(n),Σw

) 1

Ii
−

∫

T

N (z|h (Ti, Sℓ ) ,Σw) dz

)
= 0 (95)

Thus

I
(n+1)
i =

s∑

ℓ=1

mℓ∑

j=1

ω
(ℓ)
i

(
z
(ℓ)
j |T(n),Σw

)

s∑

ℓ=1

∫

T

N (z|h (Ti, Sℓ ) ,Σw) dz

(96)

6.2 AIC-Based Model Selection

The previous subsection provides an EM approach to estimatethe target locations given the

number of targets. Presented in this approach is an information theoretic approach to select the

appropriate model, i.e., the number of targets. Similar to the single-sensor scenario, here we use

the AIC to select the appropriate number of targets.

As seen in the E-step, the probabilityp
(
ψ(1), . . . ,ψ(s) |T

)
can be written as

p
(
ψ(1), . . . ,ψ(s) |T

)
=

s∏

ℓ=1

[
exp

(
−

∫

T

ν(ℓ)(z |T) dz

) mℓ∏

j=1

ν(ℓ)
(
z
(ℓ)
j |T

)]
(97)

Since
∫
T ν

(ℓ)(z |T) dz = N̂ , whereN̂ is a candidate for the number of targets, the likelihood

L

(
T̂, N̂ |ψ(1), . . . ,ψ(s)

)
can be written as

L

(
T̂, N̂ |ψ(1), . . . ,ψ(s)

)
=

s∏

ℓ=1

[
exp

(
−N̂

) mℓ∏

j=1

ν(ℓ)
(
z
(ℓ)
j | T̂

)]
(98)

Now following the information given in subsection 3.2.1, the AIC can be calculated as

AIC = −2 logL
(
T̂, N̂ |ψ(1), . . . ,ψ(s)

)
+ 6N̂. (99)

Therefore, the proposed approach would select several different candidates for̂N and solve the

corresponding localization problem using the EM algorithm. Afterwards, the AIC associated

with each model is calculated and the model corresponding tothe lowest AIC is selected as the

estimated model.
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7. Multi-Sensor Example

Consider a scenario, where there are four targets (N = 4) located at

T =

([
298

−5

]
,

[
250

7

]
,

[
267

−17

]
,

[
310

18

])
,

and three sensors located at
[
Sx1

Sy1

]
=

[
10

−0.5

]
,

[
Sx2

Sy2

]
=

[
−15

−2.5

]
&

[
Sx3

Sy3

]
=

[
−15

2

]
.

Following the setup presented in section 5., the measurement intensity corresponding to theℓ−th

sensor is given as

ν(ℓ) (z |T) =

N∑

i=1

pD(Ti)N (z|h (Ti, Sℓ ) ,Σw) + ν
(ℓ)
cl (z).

For simplifying the problem here we assume,ν
(ℓ)
cl (z) is the same for allℓ ∈ {1, 2, 3} and

pD(Ti) = Ii. The known measurement covariance matrix isΣw =

[
9 0

0 5× 10−3

]
, i.e., the range

standard deviation amounts to3 m and the bearing standard deviation amounts to4o. TheIi’s are

given as

I1:4 = {0.5525, 1.8399, 1.2119, 0.3957}

and the clutter intensity is given as

νcl(z) = 0.0122N

(
z |h

([
281.25

0.75

])
,

[
900 0

0 0.4874

])
.

Thus the intensity corresponding to the PPP consists of all measurements among the three sensors

is given as

γ(z) =

3∑

ℓ=1

(
4∑

i=1

Ii N (z|h (Ti, Sℓ ) ,Σw) + ν
(ℓ)
cl (z)

)
.

In order to evaluate the performance of the algorithm, 200 MCruns were conducted. For each

run, the number of measurements for each sensor is determined by sampling from the Poisson
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distribution

pM(m) ≈
(4)m

m!
exp {−4} .

For theℓ-th sensor, themℓ measurements are obtained from the mixture pdf

1

4.0122

[
4∑

i=1

IiN (z|h (Ti, Sℓ ) ,Σw) + 0.0122N

(
z |h

([
281.25

0.75

])
,

[
900 0

0 0.4874

])]

with mixing probabilities{0.1377, 0.4586, 0.3021, 0.0986, 0.0030}. After obtaining the

measurements for all three sensors, the proposed EM algorithm is executed for each model using

the appropriate initial condition selected from the following set:

{[
320

20

]
,

[
250

0

]
,

[
295

0

]
,

[
265

−10

]
,

[
275

5

]
,

[
300

15

]}
.

Here we consider the following five models:

N1 = 2, N2 = 3, N3 = 4, N4 = 5, andN5 = 6.

For each model the AIC is then calculated according to the information given in subsection 6.2

and the model corresponding to the minimum AIC is selected asthe correct model.

Here we use the OSPA metric to assess the performance and accuracy of the proposed localization

algorithm (30). To be specific, we use the OSPA metric of order 1 with cut-offvalue 100.

Given in figure 4 is the histogram obtained from the MC runs forthe number of measurements for

all three sensors. Note that the histogram for the number of measurements resembles that of a

Poisson pdf with a rate of four.
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(a) Sensor 1
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(c) Sensor 3

Figure 4. Histogram for number of measurements.

Figure 5a contains the histogram obtained from the MC runs for the number of estimated targets.

The histogram for the estimated number of targets clearly indicates that there are four targets.

Figure 5b contains the OSPA metric obtained for each MC runs.Note that the OSPA metric

around the 100 mark indicates the MC runs with a cardinality error of one while the OSPA metric

around the 200 mark indicates the MC runs with a cardinality error of two. Note that most of the

metrics are well below 50 indicating no cardinality error and accurate localization.
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Figure 5. Estimated number of targets and OSPA metric for each MC runs.

Given in figure 6 is the localization results obtained for oneof the MC trials. For the numerical

results presented in figure 6,m1 = 6,m2 = 2,m3 = 5 and the measurement are




286.5969 6.2309

240.8335 0.0081

259.9712 6.2273

302.0675 0.0577

256.8199 6.2335

288.3582 6.2747




,

[
331.4559 0.0351

310.6632 6.2480

]
,




313.1043 0.0071

267.7569 6.2744

283.0506 6.1852

321.8741 0.0963

262.4796 0.0491



.
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(a) Sensor 1
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(b) Sensor 2
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(c) Sensor 3

Figure 6. Individual sensor measurements and EM solutions.

For all MC runs, five different models are selected and the correct model is selected as the one

with lowest AIC score. Thus the parameter estimates areN̂ = 4 and

T̂ =

([
297.1037

−7.3038

]
,

[
311.0966

20.7981

]
,

[
267.6813

−17.5251

]
,

[
250.3221

5.1730

])
.

The fused solution along with the individual measurements are given in figure 7, where the fused

solutions are displayed as green stars. As shown in figure 6, sensor one yields six measurements

(indicated as blue diamonds), sensor two yields two measurements (indicated as cyan squares),
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and sensor three yields four measurements (indicated as magenta triangles).
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Figure 7. Multi-sensor fused solution.

8. Experimental Results

This section presents the implementation of the proposed algorithm for multi-shooter localization

using a network of acoustic GDSs. The individual GDSs are composed of a passive array of

microphones that is able to localize a gunfire event by measuring the direction of arrival for both

the acoustic wave generated by the muzzle blast and the shockwave generated by the supersonic

bullet (2–5). After detecting a gunfire, the individual sensors report their solution, usually in the

form of range and bearing to the shooter locations relative to the sensor, along with their

orientation and GPS positions to a central node over a communication network. At the central

node, the individual sensor solutions are fused along with the GPS positions to yield a highly

accurate, geo-rectified solution. More details on shooter localization using a network of acoustic

GDSs can be found in references (31–37).

Experiments were conducted for the quad symmetric sensor formation given in figure 8 using a

sensor network composed of nine sensors. The sensor patternspreads over 25 m front to back.

In figure 8, the shooter position is marked by a red human figure, and the shot line is marked by a

translucent red line. The GPS locations of the three shooterpositions are given in table 3.
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Figure 8. Quad symmetric sensor formation.

Table 3. Shooter Locations.

Shooter Position GPS - East (m) GPS - North (m)

Shooter Position 1 283309 4709539

Shooter Position 2 283270 4709567

Shooter Position 3 283337 4709632

The sensor locations and headings correspond to the quad symmetric formation are given in

table 4.

Table 4. Sensor locations and heading for quad symmetric
formation.

Sensor GPS - East (m) GPS - North (m) Heading (deg)

SW1 283130 4709427 40

SW2 283129 4709434 39

SW3 283165 4709401 31

UGS1 283133 4709431 39

UGS2 283169 4709398 30

UGS3 283168 4709405 31

VM1 283127 4709431 40

VM2 283172 4709402 30

VM3 283177 4709395 29

Here, 30 shots were fired for each shooter position. For each run, the number of measurements
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reported by each sensor is modeled as the Poisson distribution

pM(m) ≈
(3)m

m!
exp {−3} .

Following the formulation presented in section 5., themℓ measurements obtained for theℓ-th

sensor are modeled as i.i.d. samples from the mixture pdf

1

3.0122

[
3∑

i=1

Ii N (z|h (Ti, Sℓ ) ,Σw) + 0.0122N

(
z |h

([
4709579.33

283305.33

])
,

[
1000 0

0 1.0

])]

with mixing probabilities{0.4378, 0.4853, 0.0728, 0.0041}. The covariance associated with

individual measurements are obtained from the confidence weights provided by the sensors (32).

After obtaining the measurements for all nine sensors, the proposed EM algorithm is executed for

each model using the appropriate initial condition selected. Here we consider the following four

models:

N1 = 2, N2 = 3, N3 = 4, andN4 = 5.

For each model the AIC is then calculated according to the information given in subsection 6.2

and the model corresponding to the minimum AIC is selected asthe correct model.

Similar to the previous results, here also we used the OSPA metric of order 1 with cut-off value

100 to assess the performance and accuracy of the proposed localization algorithm (30).

Given in figure 9 is the histogram obtained from the MC runs forthe number of measurements for

all nine sensors. Note that the histogram for the number of measurements resembles that of a

Poisson pdf with a rate of three.
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Figure 9. Histogram for number of measurements for each experimental runs.
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Figure 10 contains the histogram obtained from the 30 experimental runs for the number of

estimated targets. The histogram for the estimated number of targets clearly indicates that there

are three targets.
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Figure 10. Estimated number of targets.

Figure 11 contains the OSPA metric obtained for each experimental runs. Note that most of the

metrics are well below 20 indicating no cardinality error and very accurate localization.
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Figure 11. OSPA metric for experimental runs.

Given in figure 12 is the localization results obtained for one of the experimental trials. For the

numerical results presented in figure 6,m1 = 2,m2 = 6,m3 = 1,m4 = 4,m5 = 4,m6 = 2,

m7 = 4,m8 = 3, andm9 = 3. In figure 12, the measurements obtained for each sensors are
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denoted as blue diamonds, the true shooter locations are denoted as red stars, the sensor location

is denoted as yellow circles, and the estimated shooter locations are represented as green stars.
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Figure 12. Experimental results for individual sensor measurements and EM solutions.

The fused solution along with the individual measurements are given in figure 13, where the fused

solutions are displayed as green stars. As shown in figure 13,the fused solution is more accurate

compared to the individual measurements.
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Figure 13. Experimental result for multi-sensor fusion.

9. Conclusion

This report presents the finite point process approach to themulti-target localization problem for

the single-sensor as well as multi-sensor scenario. Here itis assumed that target identification is

not possible, and therefore, no association between the measurements and targets are available.

Furthermore, the number of targets in the surveillance region is unknown, and due to the limited

range of the sensors, missed detections can occur and the presence of clutter can induce false

alarms. Here we propose an EM algorithm to estimate the target locations while the information

criterion, AIC, is used to estimate the number of targets. The preliminary implementation of the

proposed algorithm on synthetic data produced accurate results. Implementation of the proposed

algorithm on experimental data obtained for the multi-shooter localization problem further

confirms the numerical results. Here we use the optimal subpattern assignment metric of order 1

with a cut-off value of 100 to assess the performance of the localization algorithm. As the results

given in sections 7. and 8. indicate, the finite point processapproach is able to accurately estimate

the number of targets and their locations in the presence of clutter and missed detection. Future

work will include decreasing the sensitivity of the proposed algorithm to the initial guess with the

use of multiple-thread search and deterministic annealingEM algorithm (38). The current

scheme can also benefit from a systematic approach for selecting potential target models.
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